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Introduction

Learning feature representations from unlabelled 
datasets and transfer to novel downstream tasks 

when limited labelled data of unseen classes is 

available.

• A novel task creation mechanism for 

unsupervised meta-learning. 

• An in-context learner to solve unseen test task 

with no adaptation.

• Training on large-scale, unlabelled dataset to 

generalize to cross-domain scenarios.

• Fast and lightweight inference.
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• Meta-learning from unlabelled datasets requires 

an automated way to create meaningful tasks.

• Unsupervised meta-learning has usually worked 

well for small, in-domain datasets.

• Adaptation steps may require non-negligible time.
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Takeaway

Meta-learning a transformer on a large-scale, 

unlabelled dataset enables efficient 

few-shot inference with no adaptation, 
even on unseen domains.

Accuracy (%) on 5way-5shot tasks. Symbol † indicates data leakage.
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