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The lower the model
recall, the more
candidate patches are
required.

The lower the model
precision and recall, 
the quicker the model
should be.
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Our processOur process
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For the ML to be an effective pre-screener:
the number of correct patches at the end
of the pipeline should increase
the time to process the total number of
candidates should decrease

Using ML filters to help automated vulnerability repairs:
when it helps and when it doesn’t

TakeawayTakeaway

Automated Program RepairAutomated Program Repair
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Future WorksFuture Works
1. Experimental evaluation 

2. Considering ML models with different targets

Even the most effective model should take less
than 5.67s (including pre-processing) to classify
a patch to be an effective pre-validator
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Not all the patches
produced by APR actually
fix code faults. 
We need tests to verify
whether the
functionality of the
code is preserved, but
they are not always
available and they can
be computationally
expensive to run.

We investigate under which conditions an ML model
can act as an effective pre-screener before a more
expensive validation step.

The ML model should either
improve the time efficiency of the validation
process by quickly discarding most of the
unpromising patches
improve the number of correct patches found in a
certain time frame by allowing to process more
candidate patches in the same amount of time

We gathered the performance data of different
vulnerability detection models in the literature.

1.

We used the boundaries to compute how faster the ML
models should be compared to the original testing time 

2.

We computed the time limit for the ML models to be
effective pre-screeners for at least 75% of the projects
in Vul4J, a dataset of Java vulnerabilities

3.
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