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IMPROVING PATCH VALIDATION WITH MACHINE LEARNING

We investigate under which conditions an ML model
Patch validation can act as an effective pre-screener before a more
expensive validation step.

The ML model should either
 improve the time efficiency of the validation
process by quickly discarding most of the
s validator unpromising patches
Keep P e improve the number of correct patches found in a
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candidate patches in the same amount of time

TNyr + - FNypr
Discard op;ﬁ;,,&[ Discard

The lower the model
recall, the more
candidate patches are
required.

For the ML to be an effective pre-screener:

e the number of correct patches at the end
of the pipeline should increase

e the time to process the total number of The lower the model

candidates should decrease 7315§7KI°I{N1°(1'— T orecision and recall,
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OUR PROCESS

Tools Time limit (8)
1.We gathered the performance data of different VulDeePecker 573

vulnerability detection models in the literature.
2.lle used the boundaries to compute how faster the ML VulDeePecker on ReVeal 4.70
models should be compared to the original testing time IVDetect on ReVeal 4.95
S.lle computed the time limit for the ML models to be I.ineVul 5.67
effective pre-screeners for at least 75% of the projects -
in Vul4dJ, a dataset of Java vulnerabilities LineVD 4.85
CodelJIT FastRGCN 3.67

CodelJIT RGCN 3.87

TAKEAWAY FUTURE WORKS

Even the most effective model should take less 1. Experimental evaluation
than 5.67s (including pre-processing) to classify

2. Considering ML models with different targets
a patch to be an effective pre-validator
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